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Introduction

What is AI and how can it be used in government?
Artificial Intelligence (AI) comprises a set of technologies that have the
potential to greatly improve public services by reducing costs, enhancing
quality, and freeing up valuable time for frontline staff.

A guide to using artificial intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-
in-the-public-sector) provides the following definition and detailed
explanation of AI:

‘AI can be defined as the use of digital technology to create systems
capable of performing tasks commonly thought to require intelligence.’
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The development of AI is constantly evolving, but generally it involves
machines using statistics to find patterns in large amounts of data and
using that data to perform repetitive tasks without the need for constant
human guidance.

We are in the early days of deploying AI systems in Government and are
continuously discovering new benefits for using AI systems to drive decision
making, as well as challenges and risks that need to be addressed.

This guidance mostly refers to the use of machine learning. Machine learning
is a subset of AI, and refers to the development of digital systems that improve
their performance on a given task over time through experience. Machine
learning is the most widely-used form of AI, and has contributed to innovations
like self-driving cars, speech recognition and machine translation.

Keen to learn more?
There are many new concepts used in the field of AI and you may find it
useful to refer to a glossary of AI terms in the Annex. For more examples
on how AI has been used in the UK public sector, you can explore the case
studies in A guide to using artificial intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-
in-the-public-sector). To learn more about AI technologies, the Biscuit Book
(https://www.gov.uk/government/publications/the-dstl-biscuit-book) was
developed by data science experts at the Defence Science and
Technology Laboratory AI Lab to help Ministry of Defence customers
understand AI, data science and machine learning

What is the aim of the guidelines?

Public procurement can be an enabler for the adoption of AI and could be used
to improve public service delivery. Government’s purchasing power can drive
this innovation and spur growth in AI technologies development in the UK.

As AI is an emerging technology, it can be more difficult to establish the best
route to market for your requirements, to engage effectively with innovative
suppliers or to develop the right AI-specific criteria and terms and conditions
that allow effective and ethical deployment of AI technologies.
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These guidelines provide a set of guiding principles on how to buy AI
technology, as well as insights on tackling challenges that may arise during
procurement. It is the first of such guidance, and is not exhaustive.

These guidelines have been developed by the Office for AI
(https://www.gov.uk/government/organisations/office-for-artificial-intelligence[) in
collaboration with the World Economic Forum Centre for the Fourth Industrial
Revolution (https://www.weforum.org/centre-for-the-fourth-industrial-revolution),
Government Digital Service, Government Commercial Function and Crown
Commercial Service. A wide range of stakeholders from industry, academia
and Government Departments have helped to shape this update. The
guidelines were initiated through the World Economic Forum’s ‘Unlocking
public sector AI’ project.

Also, as part of the project, the Office for AI co-created the AI Procurement in a
box (https://www.weforum.org/projects/unlocking-public-sector-artificial-intelligence), a
toolkit to help public sector procurement professionals across the globe rethink
their approaches to AI procurement.

The guidelines will be updated as government use of AI technologies
evolves. If you are in the process of, or considering procuring, an AI
system or interested in providing feedback on the guidelines please
contact: ai-procurement-guidelines@officeforai.gov.uk

Who should use the guidelines?

These guidelines are aimed at central government departments who are
considering the suitability of AI technology to improve existing services or as
part of future service transformation. Other public sector bodies may also
follow these guidelines.

These guidelines will be useful to:

Procurement and commercial practitioners who are responsible for the
procurement of AI technologies and management of contracts
Chief Data, Information, Technology and Innovation Officers considering the
suitability of AI systems to address technology challenges
Digital Delivery and Transformation teams who want to use AI technologies
in digital transformation projects and programmes
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Analysts, Data Scientists and other Digital, Data and Technology (DDaT)
professionals who are developing project-specific requirements, evaluating,
using or maintaining AI systems
Suppliers who want to better understand best practice, technical and ethical
standards for AI procurement in government

Public procurement is governed by a framework of procurement rules and
regulations, this guidance assumes the reader has a sound working
knowledge of those rules and of the end-to-end procurement process. Apply
commercial judgement when using this guide, and seek legal advice where
appropriate. Some research contracts may be out of scope of procurement
legislation.

How should the guidelines be used?

These guidelines provide an overview of what themes to consider when
assessing the viability of an AI system, and what procurement teams should
consider when implementing AI technology projects. As a guiding principle, be
transparent about your AI project and the tools, data and algorithms you will be
using, working in the open where possible.

Not all forms of AI systems will be the same and increasingly, forms of AI
technologies will be built-in to many types of technology products. AI systems
can be developed from scratch, bought off the shelf or added to systems that
are already in use.

Where suppliers are proposing to utilise AI technologies as part of the delivery
of a non-AI specific requirement or system - there may be a need for some
additional considerations to be taken into account. In such instances, discuss
with your Chief Digital Information Officer/Technical Architect to assess the
impact AI models may have on the solution, and use your commercial
judgement to establish appropriate provisions within the contract to
accommodate the use of AI technologies as part of the delivery.

This guidance should be considered alongside existing policy and guidance in
relation to the use of technology and digital services such as:

The Digital Service Standard (https://www.gov.uk/service-manual/service-
assessments/pre-july-2019-digital-service-standard)
The Technology Code of Practice
(https://www.gov.uk/government/publications/technology-code-of-
practice/technology-code-of-practice)
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Data Ethics Framework (https://www.gov.uk/government/publications/data-ethics-
framework)
Guide to using Artificial Intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-in-
the-public-sector)
Open Data Standards (https://www.gov.uk/government/collections/open-
standards-for-government-data-and-technology)
Other Technology standards and guidance
(https://www.gov.uk/government/publications/technology-code-of-
practice/technology-code-of-practice-related-guidance)

Refer to the Outsourcing Playbook
(https://www.gov.uk/government/publications/the-outsourcing-playbook), and define
your purchasing strategy (https://www.gov.uk/guidance/define-your-purchasing-
strategy) in the same way as you would for any other technology requirement.

Keen to learn more?
A guide to using artificial intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-
in-the-public-sector) can help teams in government understand how AI
systems can be used to solve problems and help to guide decisions as to
whether AI technologies could be part of the solution that needs to be
developed. The ‘AI Procurement in a box’ toolkit
(https://www.weforum.org/projects/unlocking-public-sector-artificial-intelligence)
provides detailed guidance on AI procurement, and greater detail on the
main issues to consider during the process. Also consult sector specific
guidance such as A Buyer’s Checklist for AI in Health and Care
(https://www.nhsx.nhs.uk/media/documents/A_Buyers_Checklist_for_AI_in_Health
_and_Care.pdf) published by NHSx.

Top 10 Considerations

1. Include your procurement within a strategy for AI
adoption
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Ensure your Technology and Data strategies are updated to incorporate AI
technology adoption. Use procurement strategically to support AI adoption
across government, take advantage of economies of scale of AI technology
deployment through collaboration and share your knowledge with interested
teams across government.

Consider aligning your work with other teams across central government
departments and organisations leading on relevant AI initiatives.

Establish networks within your organisation and across the civil service to
share insights and learn from best practice.

2. Make decisions in a diverse multidisciplinary team

Developing, evaluating and delivering AI projects will be more effective with
diverse teams that understand the interdependent disciplines that AI
technologies incorporate. This could include:

Domain expertise (for example, healthcare, transportation)
Commercial expertise
Systems and data engineering
Model development (for example, deep learning)
Data ethics
Visualisation/information design

Require the successful supplier(s) to assemble a team with the right skill sets,
and to address the need for diversity to mitigate bias in the AI system.

3. Conduct a data assessment before starting your
procurement process
Data is currently the basis of the majority of AI-powered solutions. Availability
of relevant data is often a prerequisite for any AI system, so time should not be
spent discussing AI procurement if no data will be available.

Ensure data governance mechanisms are in place from the start of the
procurement process.
Assess whether relevant data will be available for the project.
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Try to address flaws and potential bias within your data before you go to
market and/or have a plan for dealing with data issues if you cannot rectify
them yourself.
Define if and how you will share data with the vendor(s) for the procurement
initiative and the subsequent project.

4. Assess the benefits and risks of AI deployment

Defining the public benefit goal provides an anchor for the overall project and
procurement process that the AI system is intended to achieve. AI technology
also brings specific risks which must be identified and managed early in the
procurement phase.

Explain in your procurement documentation that the public benefit is a main
driver of your decision-making process when assessing proposals. Consider
the human and socio-economic impact and benefits of your AI system in line
with Social Value guidance. Public benefit goals must be relevant to what
you are procuring (and not generic in nature) and must comply with the
principles of non-discrimination, equal treatment and proportionality.
Set out clearly in your procurement documentation why you consider AI to
be relevant to the problem, and be open to alternative solutions.
Conduct initial AI impact assessments at the start of the procurement
process, and ensure that your interim findings inform the procurement. Be
sure to revisit the assessments at key decision points.

5. Engage effectively with the market from the outset

Government spending can be used to create a fair, competitive market, which
leads to better AI systems. Early engagement with AI vendors can result in
more relevant responses, increasing the likelihood of a successful
procurement and better project delivery. Focus on proportionality in your
approach and do not impose unnecessary burdens that would deter suppliers,
including start-ups, small and medium-sized enterprises (SMEs), Voluntary,
Community and Social Enterprise (VCSE) suppliers and those owned by
under-represented groups from competing.

Engage with AI suppliers early and within your planning phase.
Reach out in various ways to a wide variety of AI suppliers.
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Encourage an open environment that supports competition in the AI
ecosystem.

6. Establish the right route to market and focus on the
challenge rather than a specific solution
The AI systems being procured must address the challenges you want to solve
and promote a responsible, innovative response from the market. Carefully
written requirements can help a supplier understand what you need and
propose their best solution. Tell suppliers about the situation or challenge, and
let them propose a solution that meets your needs.

Refer to the guidance in the Outsourcing Playbook
(https://www.gov.uk/government/publications/the-outsourcing-playbook) for
commercial best practice.
Explore different routes to market to acquire AI systems such as Innovation
Partnerships, the GovTech catalyst and the Crown Commercial Service’s AI
Dynamic Purchasing System.
Provide a clear problem statement, rather than detailed specifications for a
solution.
Prioritise an iterative approach to product development and reflect this
accordingly in the invitation to tender.

7. Develop a plan for governance and information
assurance
You must establish appropriate oversight mechanisms to allow scrutiny of AI
systems throughout their lifecycle. You will need to apply different
considerations depending on the AI use case and the risk profile of the project,
and ensure that your approach can withstand scrutiny. Highlight the need to
comply with existing laws and regulations and support the standardisation of
norms through your procurement documentation.

Be sure to refer to existing codes of practice, guidance and regulations when
drafting your requirement and ensure these are carried over to the terms of the
contract where suitable.
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Adhere to the Tech Code of Practice
(https://www.gov.uk/government/publications/technology-code-of-
practice/technology-code-of-practice) and Government Design Principles
(https://www.gov.uk/guidance/government-design-principles), the Data Ethics
Framework (https://www.gov.uk/government/publications/data-ethics-
framework/data-ethics-framework) and other relevant standards.
Maximise transparency in AI decision-making to give users confidence that
an AI system functions well.

8. Avoid Black Box algorithms and vendor lock in
Encourage explainability and interpretability of algorithms and make this one of
your design criteria. This means using methods and techniques that allow the
results to be understood by your team. Highly ‘explainable’ outputs from your
AI system will be able to be interpreted by your team, and by other suppliers.
This will also make it more likely for you to be able to engage with other
suppliers to continue or build upon your AI system in the future, limiting the risk
of vendor lock-in.

9. Focus on the need to address technical and ethical
limitations of AI deployment during your evaluation

Make use of the experience within your multidisciplinary team to support the
evaluation process and ensure there is broad expertise conducting the tender
evaluation.

Have suppliers highlighted and/or addressed any issues of bias within the
data? Do they clearly explain why their strategies are appropriate and
proportionate? Do they have a plan for addressing any issues that you may
have missed and underline the importance of an agile project delivery?
Has consideration been given to any required integration with existing
services or technology?
Does their governance approach meet your requirements?
Have the appropriate technical standards been adhered to?
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10. Consider the lifecycle management of the AI system

For AI-powered solutions in the public sector, implementation plans,
sustainable and ongoing evaluation methods, and mechanisms to feed back
into the data model are crucial to ensure ethical use. Further, the functionality
and consequences of AI systems may not be apparent in the procurement
process and often only become evident during deployment, requiring extended
communication and information sharing between the buyer and supplier.

Consider during AI procurement that lifespan testing, not a one-time
decision, is required.
Ensure that knowledge transfer and training is part of your requirement.
Ensure that you make training and explanations for non-specialists that
might need to understand the AI system part of your requirement.
Ensure you have the appropriate ongoing support and hosting arrangements
in place.

AI-specific considerations within the
procurement process
This section raises specific considerations to be addressed throughout the
procurement process:

1. Preparation and Planning
2. Publication
3. Selection, Evaluation and Award
4. Contract Implementation and Ongoing Management

As a general principle any AI procurement should be investigated with the
mindset of “how could AI technologies potentially benefit us?” rather than “how
can we make our problem fit an AI system solution?”.

Treat AI technology like you would any other technological solution, and use it
in appropriate situations. Every service is different, and many of the decisions
you make about technology will be unique to your service.

1. Preparation and Planning
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Preparation is the key to achieving flexible and efficient procurement
processes that encourage broad participation which are open and accessible
to all. Work in the open where possible and you need to comply with pre-
procurement legal requirements. This includes making due considerations
required by the Public Services (Social Value) Act 2012 (as amended), as
applicable, and assessing application of the Public Sector Equality Duty under
the Equality Act 2010. Before you commence any procurement project likely to
include deployment of AI systems, ensure you have considered the following:

Multidisciplinary teams:
Bring people in your team who have the knowledge and experience to
consider whether AI is a viable and appropriate solution. Seek to establish a
multidisciplinary team with a diverse combination of roles and skills to support
the procurement and implementation of your AI system. A team with a diverse
skill set will help you to conduct data and impact assessments and ensure that
your business case and procurement process reflects their key findings.

Some specialist roles to consider for your AI project team:

Data Architect (https://www.gov.uk/guidance/data-architect)
Data Scientist (https://www.gov.uk/guidance/data-scientist)
Data Engineer (https://www.gov.uk/guidance/data-engineer)
Technical Architect (https://www.gov.uk/guidance/technical-architect)
Delivery Manager (https://www.gov.uk/guidance/delivery-manager)
Security Architect (https://www.gov.uk/guidance/security-architect)
Commercial Manager
(https://www.gov.uk/government/publications/government-commercial-function-
people-standards-for-the-profession)

You may not need all of these roles from the very beginning, but consider
your needs before you start. It is useful to consult experts to ensure that
you have the right foundations in place to go to market, and have verified
that you can integrate an AI system with your existing processes,
technologies and services.

It is important to ensure robust practices are in place, and that work is carried
out within the team’s skillset (https://www.gov.uk/guidance/5-use-robust-practices-
and-work-within-your-skillset). If your team lacks expertise, you could reach out to
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professional networks within your organisation, or across government to gather
important insight into your desired use case.

You may also consider completing a discovery exercise as part of the decision
making process to explore your requirements.

Keen to learn more?
Examples for teams and organisations that might be useful to consult are
the Office for AI, the Government Digital Service, the Centre for Data
Ethics and Innovation (https://www.gov.uk/government/organisations/centre-for-
data-ethics-and-innovation) or teams and organisations with specific domain
knowledge. You can also find examples of AI use cases in the guide to
using artificial intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-
in-the-public-sector). Also, learn about best practices and share knowledge
and feedback via expert communities such as Knowledge Hub
(https://khub.net/), the Digital Buying Community (https://www.gov.uk/service-
manual/communities/digital-buying-community), the Data Science Community
of Interest (https://www.gov.uk/service-manual/communities/data-science-
community) or other similar networks.

Data assessment and governance
Ensure that a discovery into your data is conducted before you go to market.
You may need to seek out specific expertise to support this; data architects
and data scientists should lead this process. This will help you and your team
to understand the complexities, completeness and limitations of the data you
have available.

If a thorough assessment of the data proves difficult or has not been made,
make it a requirement in the invitation-to-tender to conduct a comprehensive
check of the data the AI system will use to base its decisions upon.

Your data governance needs to cover all data activities related to your project:

granting data access to project members
storing data in other locations for analysis
reviewing data consent
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Depending on the sensitivity of your project and data, it is worth considering
releasing data to suppliers during the procurement process. This can allow
suppliers to gain insight into the available data, and improve responses to the
invitation to tender. Ensure you provide the same data to all suppliers at the
same time and that you are acting in accordance with Data Protection
legislation (https://www.gov.uk/data-protection) and GDPR, and consider the use
of Non-Disclosure Agreements (NDAs) or supplier engagement events to
support this. The Data Ethics Framework - Principle 3
(https://www.gov.uk/guidance/3-use-data-that-is-proportionate-to-the-user-need)
provides further information on data governance and proportionality.

You can also consider the use of anonymisation techniques to help safeguard
data privacy, including data aggregation, masking, and synthetic data.
Invitations-to-tender should encourage innovative technological approaches
that make less intrusive use of data or that achieve the same or similar
outcomes with less sensitive datasets.

AI Impact assessment

Your AI impact assessment should be initiated at the project design stage.
Ensure that the solution design and procurement process seeks to mitigate
any risks that you identify in the assessment. Your AI impact assessment
should be an iterative process, as without knowing the specification of the AI
system you will acquire, it is not possible to conduct a complete assessment.

Your AI impact assessment should outline:

Your user needs and the public benefit of your AI system
Human and socio-economic impacts of your AI system - this will help to
ensure it delivers social value benefits
Consequences for your existing technical and procedural landscape
Data quality and any potential inaccuracy or bias
Any potential unintended consequences
Whole-of-life cost considerations, including ongoing support and
maintenance requirements

Associated risks and their respective mitigation strategies must be provided
and agreed upon within the impact assessment, and should include ‘go/no go’
key decision points where applicable. Review your impact assessment at
these decision points, or every time a substantial change to the design of an AI
system is made.
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Keen to learn more?

Data protection impact assessments (https://ico.org.uk/for-organisations/guide-
to-data-protection/guide-to-the-general-data-protection-regulation-
gdpr/accountability-and-governance/data-protection-impact-assessments/) and
equality impact assessments (https://www.equalityhumanrights.com/en/advice-
and-guidance/equality-and-human-rights-impact-assessment-project) can provide
a useful starting point for assessing potential unintended consequences.
For examples of risk assessment questionnaires for automated decision
making, refer to the Government of Canada’s Directive on Automated
Decision Making (https://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=32592), and
the framework on Algorithmic Impact Assessments
(https://ainowinstitute.org/aiareport2018.pdf) from AI Now.

Preliminary Market Engagement
Preliminary market engagement will help to understand if, whether and how AI
can be part of the solution. Learning taken from your preliminary market
engagement will help you to better define your problem statement and can
also help you to determine the scope and feasibility of your requirements.

Your preliminary market engagement should actively seek out suppliers that
can help to improve service delivery, including SMEs and any VCSEs who are
experts in AI design and delivery across the country.

All preliminary market engagement must observe the principles of public
procurement and be handled in such a way that no supplier gains a
preferential advantage. In practice, this means not setting the technical
specification to suit a particular solution or supplier and making sure any
information shared is also available during the procurement process.

Keen to learn more?

Completing preliminary market engagement or a discovery phase will help
you to understand your problem before you commit to buying or building a
service. Find more information on how to organise your discovery phase
(https://www.gov.uk/service-manual/agile-delivery/how-the-discovery-phase-works)
in A guide to using artificial intelligence in the public sector
(https://www.gov.uk/government/collections/a-guide-to-using-artificial-intelligence-
in-the-public-sector) section on planning and preparing for artificial
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intelligence implementation (https://www.gov.uk/guidance/planning-and-
preparing-for-artificial-intelligence-implementation).

Procurement approach and vehicle

There are currently a number of routes to market to purchase AI systems.
Depending upon which kind of challenges you need to address. Framework
agreements including G-Cloud (https://www.gov.uk/guidance/buying-and-selling-on-
the-digital-marketplace#buy-services-through-the-digital-marketplace), Digital
Outcomes and Specialists (https://www.gov.uk/guidance/digital-outcomes-and-
specialists-suppliers-guide), and the Spark Dynamic Purchasing System (DPS)
(https://www.crowncommercial.gov.uk/agreements/RM6094) are useful starting
points to consider.

Innovation-oriented procurement procedures provide opportunities to
accelerate the adoption of new technologies within government, and promote
innovation and ethical development of AI. These can include:

Agile procurement processes that allow you to go to market at different
stages and can include proof-of-concepts to test the technologies before the
solution goes live. Discovery phases or proofs-of-concepts can demonstrate
if the AI system is likely to meet your wider requirements.
Technology contests, demonstrators and challenge-based procurement
processes have vendors compete against each other based on their AI skills
and include an evaluation of the technologies applied to the challenges they
mean to address. These processes focus on innovation and allow you to
explore different approaches. Examples include the GovTech Catalyst
(https://www.gov.uk/government/collections/govtech-catalyst-information) or the
Scottish Government-run CivTech® accelerator programme.
Innovation Partnerships enable the procurement of technologies that cannot
be delivered by the current options available to the market. The update of
the Public Contracts Regulations
(https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attach
ment_data/file/560264/Guidance_on_Changes_to_Procedures_-_Oct_16.pdf)
highlights the opportunities that this route to markets can unlock. This
research report
(https://www.local.gov.uk/sites/default/files/documents/4.35%20Encouraging%20Inno
vation%20in%20LG%20Procurement_v04_0.pdf) provides analysis on how these
partnerships can work on a local level.
Specialist AI Procurement Frameworks or Dynamic Purchasing Systems
that prescribe the terms and conditions applying to any subsequent contract
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and allow you to assess suppliers against a set of predefined criteria that
can include ethical requirements. The Dynamic Purchasing System for AI
(https://www.crowncommercial.gov.uk/agreements/RM6200) from Crown
Commercial Service is the first example of this kind of novel approach.

2. Publication
Whichever route to market you choose, be mindful that AI technologies are
rapidly developing, with new technologies and products constantly coming to
market. Use output-based requirements in your invitation-to-tender that focus
on describing the challenges and opportunities you are facing. This will allow
suppliers to determine which technologies are most appropriate for your
requirements.

Drafting your requirement

The drafting of your requirement can drive innovation and set the foundations
for the effective, responsible and ethical deployment of AI technologies.

Use output-based requirements, which allow the supplier to propose how they
will respond to your requirement. You will have to draft sufficiently detailed
problem statements backed by user needs and required performance.

Key considerations when drafting your AI requirement:

Start with your problem statement:

Set out clearly what challenge you are aiming to address, including any
limitations and additional functional requirements. Describe why you
consider AI to be relevant to the challenge, and remain open to alternative
solutions.

Highlight your data strategy and requirements:

Describe how the AI system will fit within your current data strategy and
practices based on your data discovery. Reference your data protection
impact assessment (https://ico.org.uk/for-organisations/guide-to-data-
protection/guide-to-the-general-data-protection-regulation-gdpr/accountability-and-
governance/data-protection-impact-assessments/) where possible, and add the
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findings of your data assessment, your data requirements and details on
your data governance approach.

Focus on data quality, bias and limitations:

Use the insights from your data discovery to highlight known limitations of
the data in your invitation to tender and ask suppliers to describe their
strategies on how to address these shortcomings. Have a plan for
addressing relevant limitations you may have missed and ask suppliers for
their strategies to mitigate them.

Underline the need for you to understand the supplier’s AI approach:

Draft evaluation questions that give you information about the algorithms
and models, including how the supplier selects variables and what AI
techniques the model is based on (e.g. supervised, unsupervised, or
reinforcement learning), and try to establish any limitations of the model.
Seek clarity on the origin and nature of any data the supplier trained the
algorithms with and/or plans on bringing to the project. You can also
consider the requirement for independent audits of the algorithms. Ensure
your evaluation criteria appropriately assess these points.

Consider strategies to avoid vendor lock-in and ‘Black Box’ AI
systems:

Avoid relying on ‘black-box’ algorithms. Underline the need for an
‘explainable approach’ to AI development (the extent to which an AI
system’s decision making process can be understood) in your invitation to
tender. Highly ‘explainable’ outputs from your AI system will be able to be
interpreted by your team, and by other suppliers. This will increase the
likelihood for you to be able to engage with other suppliers in the future to
continue or build upon the initial AI system, limiting the risk of vendor lock-
in. Consider addressing these issues in your procurement documentation.
Good practice could involve adopting open standards, royalty-free
licensing agreements, and public domain publication terms.

Apply the Data Ethics Framework - Principle 6: Make your work
transparent and be accountable (https://www.gov.uk/guidance/6-make-your-
work-transparent-and-be-accountable) and consider the use of other tools
such as independent audits. For more information on this topic read the
policy briefing of the Royal Society on Explainable AI
(https://royalsociety.org/topics-policy/projects/explainable-ai/).

Indicate the importance of intellectual property ownership:

2/24/25, 4:35 PM Guidelines for AI procurement - GOV.UK

https://www.gov.uk/government/publications/guidelines-for-ai-procurement/guidelines-for-ai-procurement 19/24

https://www.gov.uk/guidance/6-make-your-work-transparent-and-be-accountable
https://www.gov.uk/guidance/6-make-your-work-transparent-and-be-accountable
https://www.gov.uk/guidance/6-make-your-work-transparent-and-be-accountable
https://royalsociety.org/topics-policy/projects/explainable-ai/
https://royalsociety.org/topics-policy/projects/explainable-ai/


Suppliers may not wish to disclose details of the inner workings of their
solution in order to protect their intellectual property (IP) and commercial
advantage. During the design and deployment of the AI system, it is likely
that either a new algorithm will be developed, or an existing one will be
tailored (for example, re-trained through your data). Consider whether you
or the supplier should own any new intellectual property and who can best
exploit the IP generated. Ensure that arrangements are mutually beneficial
and fair.

Consider the 10th Government Design Principle
(https://www.gov.uk/guidance/government-design-principles#make-things-open-it-
makes-things-better) and ensure your work is open and available to others
for reuse.

Mention any integration with associated technologies or services:

Work with your Data and Technical Architects to define any associated
technologies or services that the AI system will have to integrate with.
There may be specific design criteria required that potential suppliers need
to be aware of when responding to your invitation-to-tender.

Consider your ongoing support and maintenance requirements:

Operational or service staff must have enough knowledge of or training on
the AI system to understand how to use it and act on its outputs. You may
wish to highlight the importance of training and knowledge transfer to
ensure your team is upskilled during the life of the contract and has a deep
understanding of the solution the supplier has put in place, and consider
how non-specialist users can be supported.

Consider ongoing support requirements, hosting or additional development
that may be required beyond the term of your initial contract. If you have
an in-house team taking over support and maintenance of the service,
ensure they have been consulted.

Add considerations on liability and risk:

Allocate risk to the parties best able to manage it. Correct risk allocation is
crucial to the long term viability of the service, but also to achieving best
value. Liability for certain areas will reside with the department, particularly
around the use and application of the AI-powered solution, and in relation
to data access and transfer. Liability may also need to sit with the supplier,
including areas focused around technical, security and quality assurance.
Underline these considerations in your invitation-to-tender. See chapter 8
of the Outsourcing Playbook (https://www.gov.uk/government/publications/the-
outsourcing-playbook) for more information on Risk Allocation.
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The application must also have an easy way to report any suspected
unauthorised behaviour to relevant authorities within or outside the
organisation.

Use the experience of the team (https://www.gov.uk/guidance/5-use-robust-
practices-and-work-within-your-skillset) to support the drafting process, and
engage with users and stakeholders to establish the core areas of assessment
which should be included. All requirements should be transparent and should
not discriminate against particular types of suppliers, such as SMEs and
VCSEs, or those from countries with which the UK has trade agreements with
procurement obligations.

Keen to learn more?
Follow the commercial best practice outlined within the Outsourcing
Playbook
(https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attac
hment_data/file/816633/Outsourcing_Playbook.pdf), and adhere to the Tech
Code of Practice (https://www.gov.uk/government/publications/technology-code-
of-practice/technology-code-of-practice) and Government Design Principles
(https://www.gov.uk/guidance/government-design-principles).

3. Selection, Evaluation and Award
During the selection and evaluation stages, consider the suppliers’ responses
to your requirement. Make use of the experience within your multidisciplinary
team to support the evaluation process and to ensure there is a broad base of
expertise conducting the evaluation.

There are key robust practices (https://www.gov.uk/guidance/5-use-robust-practices-
and-work-within-your-skillset) that you can ask for suppliers to demonstrate when
providing AI-powered solutions and then look out for when evaluating tenders.
Robust practices may include, but are not limited to:

Having an internal AI ethics approach, with examples of how it has been
applied to design, develop, and deploy AI-powered solutions
Processes to ensure accountability over outputs of algorithms
Avoiding outputs that could be unfairly discriminatory
Designing for reproducibility
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Testing the model under a range of conditions
Defining acceptable model performance
Robust and proportionate security provision

As part of the evaluation process, also review the specialist skills,
qualifications and diversity of the team that will develop and deploy the AI
system. This can also help to anticipate or detect unfair bias in the system.

Be aware that suppliers’ responses will give you an indication of a supplier’s
general approach. Do not expect a fully detailed and definite plan, as AI
development is an iterative process and the system will invariably change and
evolve as the project progresses.

Keen to learn more?
The resources developed by the World Economic Forum in partnership
with the Office for AI also provide examples for evaluating responses
(https://weforum.ent.box.com/s/5s260qx1ty3iwvjc12t82o7u4fgd2upv) in AI
tenders, and will provide you with some ideas on further considerations
during the evaluation stage. The Magenta Book
(https://www.gov.uk/government/publications/the-magenta-book) can provide
general guidance on monitoring and evaluation strategies in government.

4. Contract Implementation and Ongoing
management
As with any contract, time and care should be taken to onboard the new
supplier in accordance with the Outsourcing playbook
(https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachme
nt_data/file/816633/Outsourcing_Playbook.pdf) and best practice for Contract
Management (https://www.nao.org.uk/wp-
content/uploads/2016/12/Good_practice_contract_management_framework.pdf).

An AI system may need continued support throughout its lifecycle. Accepting
the potential impact of any support gaps, or employing outside expertise, both
come at a cost. This should be factored in when purchasing an AI-powered
solution.
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Process-based governance and auditability

Consider implementing process-based governance frameworks as suggested
in the Guidance for Understanding AI ethics and safety
(https://www.gov.uk/guidance/understanding-artificial-intelligence-ethics-and-safety).
This provides a basis to integrate norms, values, and principles informing
procedures and protocols that define the project workflow. The Alan Turing
Institute (https://www.turing.ac.uk/) calls it a ‘PBG (Process-Based Governance)
Framework’ that will provide your team with an overview of:

the relevant team members and roles involved in each governance action
the relevant stages of the workflow in which intervention and targeted
consideration are necessary to meet governance goals
explicit timeframes for any evaluations, follow-up actions, re-assessments,
and continuous monitoring
clear and well-defined protocols for logging activity and for implementing
mechanisms to support end-to-end auditability

Enable end-to-end auditability by implementing process logs that gather the
data across the modelling, training, testing, verifying, and implementation
phases of the project lifecycle. Such a log should allow for the variable
accessibility and presentation of information with different users in mind to
achieve interpretable and justifiable AI.

Model testing
Testing the model on an ongoing basis is necessary to maintain its accuracy.
An inaccurate model can result in erroneous decisions that negatively impact
citizens. Therefore, establish with the supplier how the efficacy of the model
will be monitored once deployed. The National Cyber Security Centre
Guidance for assessing intelligent tools for cyber security
(https://www.ncsc.gov.uk/collection/intelligent-security-tools/available-skills-and-
resources) also highlights the importance of these considerations.

Knowledge transfer and training

Evaluate the thoroughness and logic of the knowledge transfer plan to ensure
that teams internally will be able to use the tool appropriately on their own
once the project is finalised. If this cannot be guaranteed, ensure in-house
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capacity is established through hiring and retaining or further maintenance
contracts.

Operational or service staff must have enough knowledge of or training on the
AI system to understand how to use it and act on its outputs. Address the need
for staff training and support to avoid the misuse of AI applications with the AI
supplier. The application must have an easy way to report any suspected
unauthorised behaviour to relevant authorities within or outside the
organisation.

End-of-life
Consider what the end-of-life processes for your AI system and the data
should look like. Auditable methods of data cleaning and collection are key for
you to effectively apply the guidelines. Defining end-of-contract roles and
processes for both the contracting authority and the supplier is important.
Ensure the contract includes such considerations, and test if your contract
management processes are sufficiently robust to adequately support the end-
of-life for the AI system, as part of the wider process it is embedded in.
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